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Abstract--Future human missions to Mars will require

effective communications supporting exploration activities
and scientific field data collection. Constraints on cost, size.

weight and pmser consumption tbr all communications

equipment make optimization of these systems very

important. These intbrmation and communication systems

connect people and systems together into coherent teams

performing the difficult and hazardous tasks inherent in

planetar2: exploration. The communication network

supporting ',ehicle telemett2: data, mission operations, and
scientific collaboration must have excellent reliability and

Oexibilit',.

We propose hybrid communication architectures consisting

of space-based links, a surface-based deplo,.abie mid-range
communications net',sork and a cluster of short-range links

to solve the probtems of connecti',ity and bandwidth, while

meeting the other constraints of weight and power. A
net_ork of orbiting satellites could cover much of the planet

surface, but this space-based capability may not be optimal

tbr cost or performance. Specifically, a minimal space-based

capability can be augmented using mobile cellular repeaters

deployable by robots and human EVA. This method results
in an increase in the number of radio nodes, but the

distances separating them is decreased. This results in a

significant increase in bandwidth and decrease in radio

power and therefore node size, complexity, and power

consumption. The paper will discuss the results of field-

testing such hybrid radio systems tbr the support of

scientific surveys. System analysis of design tradeoffs will

yield insight into optimal solutions that will be compared to

other approaches providing a method of effectively

evaluating new candidate architectures.
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Reliable communication L',stcms are essential for providing
,_afct? and operational capabilit', for human planctar?
exploration missions. -[hc reliabilit) and cost Factors of a
communication s?stem are functions of the architecture. In

la.ct, the architecture ofa s',stem determines quite a range of
properties for that s,,stem, such as redundancy, number of
elements, connectivit? and cost. ]-his paper will explore
h) brid architectures consisting of space-based elements and
deployable ground-b_cd elements. The proposed

architectures _i[I be e,,aluatcd tbr basic properties to help
guide future technolog? development decisions.

The NASA Reference Mission to Mars will be used as a

template /'or determining mission operational requirements
relevant to the communication svstemsJ The Reference

Mission baselines a small team of humans living on the
planet surface in a habitat module as their exploration base,
using resources pro_,ided by pre-deployed energy, oxygen
and fuel production facilities. These human explorers would
be assisted in their exploration traverses by a variety of
robots. They _ould use small vehicles to pertbrm short
traverses and larger pressurized _,ehicles for longer traverses
being a_a.', from the habitat for days at a time. The? _ouid
use a '_ariet.', of instruments both hand-held and ',ehicIe-

mounted for operating support s?stems and gathering
scientific data.

Communications technolog', is essential tbr the exploration

of other planets. Ho_,,e,,er. communications bet',_,een
in_trument_, robots, and e,,entually astronauts on the surface

of a distant planet presents specific constraints that must be

addressed by no,,el technical solutions. For instance. Mars
presents ',aried terrain v, ith substantial relief (craters,

canyons, volcanoes, etc.), has no stable ionosphere to

reliably support ground-based long-range wireless
communications. The planet presents a hostile environment

that requires high-speed video, audio and data
communication to ensure safe robotic and human mission

operations with the highest possible science return. In

addition, the wide variation in expected communication

performance, both for surface operations, and between Mars

and Earth, leads to significant design issues. The facilities

/'or this mission would consist of long-range space
communications with one or more satellites in orbit around

the remote planet augmented by ground-deployed facilities

tbr local communication. An analysis of the performance
benefits of various combinations of these elements would be

very useful for developing exploration scenarios more tully.

N.X%,\ ..\mcs Research C'cntcr is dc_,cloping concepts and

tcchnolog_ dcmonstration_, for plunctar._ surt_.c¢

cxplorati_m. Fhc Mobile Exploration S? stem (XII-X) project
in the Computational Sciences Di,,ision. led b? Rick Alena,

is integrating a _,arict', of digital multimedia capabilities for
supporting remote field science sur',e',s and mission

operations. Fhese media include digital voice

communications and recognition, pen-based displa.,, and

human interaction, digital _ideo. high-resolution digital
images and scientific instruments. Ne_ ettbrts include space

suit technolog? and robotic ro',er interactions. Fhese

elements are all linked using high-bandv, idth ,,_ireless local

area network (LAN) technolog? capable of covering several
kilometers.

The MEX project v, orks collaboratively v, ith t,,vo other

groups for exploration technolog', field tests. Simon Fraser

Uni,,ersity (SFU). and Canada's Communications Research

Centre (CRC) are examining the development needs for

communication technologies that will enable future support

of exploration missions to other planets, in particular to
Mars.- Advanced communications technolog? has alread.,.

been ¢xperimentall5 deplo.',ed successfull.', during the 1999

and 2000 field seasons of the NASA Haughton-Mars Project

{HMP). a Mars analog field research program focused on

the Haughton impact crater site. The crater is located on

Devon Island, Nunavut. in the Canadian High Arctic.

During the 2000 field season of the HMP. the

implementation of satellite links to the Internet and

deployment of three different regional net'.,,orks

strengthened the ongoing collaboration bet_een NASA and

Canadian research institutions and indust_. The Telematics

Research Laborato_' at Simon Fraser Uni_ersit? ISFU)

v, orked ,._,ith the SFU PolyLAB Ad,,anced Coitaborati',e

Net,,_,orking Laboratory to provide and manage space-based

communications, a regional radio-based net',_orking
solution, and infrastructure integration. The MEX team

deplo)ed two other regional radio systems, linking all-

terrain vehicles (ATV) to base camp.

The NASA Haughton-Mars Project (HMP) is a NASA-led

field research program (Principal Investigator Pascal Lee).

dedicated to the study of the Haughton Crater and
surroundings. 3 The twenty-kilometer diameter crater was

formed in an impact approximately twenty-three million

years ago. The region is a cold, polar desert, and thus

presents a wide variety of geological features and biological

attributes that may shed new insights into the nature and

evolution of Mars. The scientific study of the Haughton site

provides a unique opportunity to also study the strategy,

technologies, and human factors relevant to planning the

future exploration of Mars by robots and humans.



Ihc IIMP addres>,esi','+ue_,_>I+ field instrumentation+
trmlsportation,communications,andtcam-ha.',.,gdscientific
researchma relatively'hm,tilcandisolatedcn_,ironment.
lhisincludestheoperationofrohoticelementsinthefield
andtheirs?nergy_,4,.ithhumanexploration,especially'with
regardsto communications.Fromthe standpointof
communications,thetopographyat Haughtoncanbe
characterizedaspresentinganintricatenetv,orkofhillsand
valleys,includingvasttracksofinter-valleyrockyplateau
surfacesanddeepcanyon systems. The region experiences

peric, ds of extreme cold (- -50°C in '.',inter: - 0°C in

summer), and transportation of hardware systems across the
region by all-terrain vehicles and autonomous robots inflicts

high impact and vibration loads on electronic equipment.

Furthermore. logistical support a',ailabl¢ at the site is

limited, and the science and exploration research teams in

the field are lhced with the challenge of having to setup.

configure, monitor, and maintain complex systems to ensure

that high-quality science information is collected while

coping with field survival and safety concerns. This activity.

has yielded important insights into communication system
architecture, a

The MEX is used to de,,elop operational scenarios and tools

for collaborati,,e mobile computing. The field exploration

environment poses significant constraints on the interaction

of humans _,,ith data system components. The humans are

hampered by their clothing which protects them against the

cold v, ind? environment restricting their movement and
vision: they must use their hands to drive the vehicles, run

instruments and take notes. Data system design needs to

accommodate these differences while providing the
situational av,areness and science support required for safe

producti,,e exploration.

The MEX project is an outgrowth of pre,,ious work on
wireless netu, orkin_ and collaborative software tools for

Space Star,on.-, Thee MEX uses vehicle*mounted and hand-

held video cameras to provide viev, points to remote

observers and collaborators. Streaming digital video from
these cameras provides continuous high-bandwidth data that

allows stress testing of the wireless network links, providing

a high-level measure of link performance. Additional MEX

functions include digital still cameras for detailed records of

samples and sites and mapping capability based on Global

Positioning System (GPS) to provide a real-time track of

movement and position. A variety of communication modes

between the field party and base camp are provided

including voice channels and e-mail. Collaborative software

allows creating pen drawings on shared white boards for
diagrams.

3. I-[YIIRll) C()MMI X;I(..\Itt)NS ARC/II t['.CfIRE

Vee advocate a hybrid architecture consisting c,f a small

number Of satellites around the planet to pro_,id¢ adequate

relay capability to the planetary v, ork sites from earth and

mobile deployable ground-based repeaters to pro',ide high-

band_._,idth to,a-latency communications betu, een base and

remote field parties. Each mobile repeater provides

communications to a cluster of instruments and computers

located 'Mthin its cell. as ,.,,ell as pro',iding backbone

communication betu.een repeaters. This architecture

pro',idcs optimal pertbrmance _hile minimizing costs of

deploy ing the communication infrastructure.

On one end of the spectrum of architectural choices, purely

space-based communication systems can be used. Each

planetary node would have a satellite ground station for

communications. The satellites could be synchronous with

respect to locations on the planet surface or could form a
,,arying constellation in low orbit. 7 This is equi',alent to

geo-synchronous (GEO) or lo,.v-earth orbit (LEO) methods

used today. Iridium and other ventures have deployed LEO

constellations tbr phone contacts anywhere in the ,aorld.

Ho_e',er. the dominance of cellular phone systems suggests

that perhaps ground-based repeater systems could be more
cost efti_cti_e tbr local links.

The basic problem ++ith space-based communications is that

the distances in,,ol,,ed require ground transcei',ers to be

more po++ert'ul, v, ith larger antennas to provide the gain

required. These communication distances can be anywhere
from 100 miles (LEO} to 24.000 miles (GEO) for earth. For

a given recei_,er sensiti',ity. E ft'ecti',e Radiated Pov, er (ERPI

scales as the square of distance. Therefore ground-based

systems have an advantage of requiring about 10 _ - 10*

times less power (30-80dB) per link than space-based

systems. These advantages also apply' to using smaller

antennas that do not need precise pointing, or e',en omni

directional antennas resulting in small compact transceivers.

Batteries and power sources scale similarly, tiowever, more
repeaters are required for adequate coverage. Anyone with a

miniature cell phone can attest to these advantages.

This hybrid architecture maximizes bandv,'idth for local data

communications v, hile minimizing distance betv,-een

planetary, elements, which results in minimum size weight

and power consumption for the communication

components. Latency would be very low. allowing real-time
monitoring and remote control over the links, with very.

high-bandwidth accommodating multiple video and data

channels on each link. Additionally', the repeaters in the

system can be used tbr other purposes such as differential

position determination and environmental sensors.



Ihe use _1 unohde repeaters, either mounlcd on ,,\[V_
ridden h,_ humans _>rmounted on robots that can be sent to

optimal locations is a ke'. concept for a dcplo?ahle wireless
regional nct_ork providing high-bandwidth connections to
remote areas. Mobile repeaters allow dynamic changes to
network toDflo_y supportin_ a much greater operational
area and car] accommodate the constraints o£ rugged terrain.
They can be deployed to co',er a given survey site and then

re-deployed to cover another site minimizing the total
number of repeaters needed. Each repeater can host a local
cluster of wireless instruments and computers pro,_iding

significant operational i"lcxibility and capability.

There ma', be more than one such deplo,,abZe cluster. Field
parties more than I0 krn a_a', from base would require the
use of a pressurized vehicle anyway, and this vehicle would
carr?' a ground station tbr the satellite link, becoming a
temporaD' base. Mobile repeaters deployed from the
pressurized vehicle would provide communication with
exploration parties going out for a day. In this manner,
multiple clusters could support complex exploration
missions with the space-based links pro,,iding the backbone
between the clusters.

4. WIRELESS NET_,VORK PERFOR_MANCE

MEASLREMENTS

Performance can be characterized b_ se',eral Qualit.'. of

Service (QoS) parameters:

• Link Availability

• Bandwidth and Net,aork Throughput

• katenc?

L ink .4vailab ilio'

The single most important QoS parameter may be link

availability or connectivity. Link availability, is simply the

probability that the link is able to pass data at any given

time. Connectivity is a complex function of radio frequency

and design, terrain and electromagnetic propagation

characteristics. On earth, radio frequency is very important

since low frequencies bounce off the ionosphere and

therefore are not limited to line-of-sight. However, many

planets do not have ionospheres.

Digital radio communication systems are required because
of the high data rate needed tbr communications with

scientists in the field ranging from audio and video to

science data and control messages. These systems operate at

ultra-high frequencies (UHF) to maintain correspondingly

high bandwidth, and thus are generally blocked by hills and

canyons, producing serious signal fade. Furthermore, these
hills reflect radio waves, causing interference between

signals travelling along multiple paths. Fade at high-

frequencies requires the deployment of radio repeater

,,_,,tcm,_ throughout the area. m parlictnlar on _arious high

poinls _._,ith good Imc of sight to scicrlcc research sites.

Ihcsc repeater s',',tcms must he monitored and maintained

in the lichl. _hich poses important logistical constraints of

relevance to future exploration missions. Fhc number or"

repeaters needed is dependent upon the terrain.

[here are properties associated _,ith the physical layer

tradio transceivers) of _ireless net_,orks such as range.

coverage and modulation rate. The range is the distance the

radio link can transmit data. the co',erage is the direction

and area in _hich reception can occur, and finall', the
modulation rate is the ra_ data band_idth carried b,, the

radio signal. Modulation rate and data rate are related, but

may not be the same due to encoding schemes.

All communication links vary. in pertbrmance versus time.

The received signal strength (RSS[) of a link can vary.

widely. In space communications, particularly Arctic

communications, scattering and retraction of the radio

signals as the,,' pass through the ionosphere and troposphere

respecti,,el?, can produce constantly changing RSSI. The

regional network links suffer similar phenomenon due to

changing antenna configurations on the mobile elements.
Interference bet_een radio elements can cause pertbrmance

degradation.

BandwMth and .Venvork Throughput

Bandwidth determines the amount and tbrm of data that

ma? be deli,,ered or returned tbr an exploration field site. A

low-bandwidth link generall_ requires less power, and may

be suitable tbr telemetry requirements. A high-bandv,idth

link. ho_e_,er, will be required v, hen live video and large

amounts of imaging data must be returned from the field
site. Effective Radiative Po_er (ERP) requirements for links

are roughly proportional to bandwidth, both over space-
based and land-based communications links.

A high-level measure of effective bandwidth is network

throughput expressed in packets per second, bits per second

or bytes per second. A network monitor will provide such
measurements directly and can be placed at various points in

a system to help pinpoint bottlenecks. Throughput is a

complex interaction of physical (radio) la,,er perlbrmance.
network protocols and application layer. Monte Carlo
methods can be used to simulate and determine

performance, but MEX uses direct network monitoring.

Interference between different radio systems is a significant

design issue that limits the choice of frequencies and

placement of equipment. The primary carrier frequencies of
each link segment can interim:re with each other directly.
This is worst when the beam of one system impinges upon

the antenna of another system that uses similar frequency

bands. Generally, the more sensitive receivers are most



alfc_tcd. ('_rrccl plmmm_ and placcmcnl o1 anlcnna_ i_ the

immar? _olutmn. I;_c of dillbrcnt frequent 7 bands fi_r
dillcrcnt Imk,_ can also hc cllcctive. IntcrR:rcnce can result

in Io,.', thrmlghput or poor link ;t_,ailahilk,,

Ltllt.'tlc'Y

Fhe latency or time lag present in a communications link
determines how it ma,, be used m human and robotic
missions and is generall_ proportional to the distance
between the elements. In surface to orbit communications,

of the kind that may bc used to extend communications
across a large region on Mars. latency is on the order of
milliseconds and is due mostly to buffering of data in
repeaters. I-lumans on a planetary exploration mission v, ill
be in close collaborative communication v, ith their local

base, and an intrinsic part of the communication loop.
Interplanetary communications require signilicantly

different solutions. With propagation delays reaching up to

tbrty minutes for an Earth-Mars link. long delays are
introduced for direct interaction. These long delays will

require different methods of interaction not dependent upon
real-time response and _,_ill have a signit]cant effect on the

way missions _,ill be run.

5. REPEATER DESIGN TRADEOFFS

Complex design tradeoffs are in,,olved for the de,,elopment

of communications systems for exploration. Understanding

the variables and their interaction allows making intelligent

choices. Designing robust communication systems that meet

the constraints of space operation requires analyzing the real

requirements of such systems and using effective

architectures that result in structures that have properties

appropriate tbr the intended application.

The HMP fieldwork allowed understanding these

relationships because the site is large, about 20 km in

diameter, and the terrain is rough, with high hills and

valleys covering virtually the entire area. There is no single

point that is so high as to provide an optimal primary

repeater site. The science survey sites are widely scattered
in a variety of directions from base camp. The

environmental conditions are challenging tbr both humans

and machines. These constraints help simulate the

conditions anticipated for planetary, exploration.

The rough terrain requires the use of many repeaters to clear

the many hills between base camp and the survey site. The

primary repeater site is chosen to provide a good link to
base and a high point within line-of-sight of many of the

proposed survey sites and/or mobile repeater sites. Proper

advanced planning and analysis of field operations is

required tbr these reasons. In tact, computer terrain mapping

programs can be used to determine optimal repeater sites by

calculating line-of-sight restrictions. Since directional

illllCtlllilS arc u_cd. r_Halor,, are required to poin[ them

properl',.

[here arc t_o basic t?pes of repeaters: in-hand repeating

and multi-band repeating, lhc in-band [)pc incorporates just

one radio transcei',er and a single antenna, often omni

directional. It takes a packet from the source, buffers it

intemall?, and then repeats it alter receiving it. Since the

single transceiver cannot simultaneously transmit and

receive, it imposes a 51)°o dut', c',cle on the throughput.

Therefore each repeater hop can result in a 50% reduction in

rat,, bandwidth! Pipelining can reduce this tbr multiple

hops. but the pcrlbrmancc impact is still significant.

The multi-band type uses t',_,o radio transceivers working on
slightly different frequency bands and feeding two separate

antennas. These repeaters can simultaneously receive a

packet and re-transmit it on the other channel. This should

theoretically result in more bandwidth when multiple hops

are involved. Multi-band repeaters use t,,_o antennas, x_,hich

can be pointed in different directions, sol',ing interference

problems while providing gain for additional range.

In-band repeaters ha',e the ad',antage of simplicit.,.. ',_hile

multi-band repeaters ha',e the performance ad',antag¢. We
ad,,ocate a simple in-band Iow-band_,idth omni-dffectiona[

telemetr.', s}stem in conjunction with a multi-band high-

bandwidth directional system to take advantage of both

approaches. A single in-band radio is combined with tv, o
multi-band radios to produce this h'.brid. The resulting

system features redundancy to accommodate component
failure since telemetr? can be carried on the high-rate link
should the low-rate link tail. This dual-mode model has

been used for spacecraft communication s'.stems for man',

,,ears.

The tbllowing diagram shows a representati',e repeater

design with these characteristics. It combines a low-

bandwidth omni directional radio with two high-bandwidth

radios feeding two directional antennas acting as a multi-

band repeater. The directional antennas use rotators for

pointing. The high-bandwidth repeater is used for LAN

connections while the low-bandwidth system is used for

control and voice communications. A processor is included

allowing crossover of data to the high-bandwidth system as

a substitute for the Io_-bandwidth system. This processor
could also determine time delays in communication pulses

allowing determination of position differentials. In the event

of high-bandwidth system failure, there is still basic control,

telemetry and voice communications through the low-

bandwidth system. This approach is single-fault tolerant.

providing basic communication capability and monitoring

for safely.
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Figure 1. Repeater Configuration

Cost is a function of the combined requirements for power.
size. volume. ,.,,eight. component selection and number of
elements. The basic requirements for the design of
deployable communication s?stems requires understanding
the extent of the area to be co',ered, the terrain involved and

the constraints on repeater placement. For example, one can

trade off radio poxser and antenna complexity against the

number of repeaters required. The repeater package

described abo_e can be made very compact and reliable.

even using today's technolog'.. For a ground-based system

covering distances of 3-20 Kin, the radio pov, er is on the

order of a _,satt apiece, and the total repeater power

consumption could be _ell under 5 watts total for

bandwidth in the mega-bits per second.

There are other tradeoffs for repeater design worth

mentioning briefly. Band',sidth scales directly with effective

radiated po_._,er IERP). Line-of sight range scales directly

with ERP squared. ERP can be increased by using high-gain

directional antennas, but at the expense of coverage. The

bandwidth, range and coverage requirements come directly

from the anticipated mission scenarios. Therefore defining
constraints on the range and direction of planetary

exploration traverses due to life support, vehicle and safety
concerns is the first step.

6. MEX CO,XlMU_ICA FIONS SYSTEM EX..\MI'I.E

lhc MEX prt_icct uses rapid protot_ping tcchniqucs to allow

earl', c';aluation of technoh)gy in an analog field

environment simulating planetary exploration. The MEX

provides a framework for integrating a wide variety of
devices and tot)Is into a coherent Intranet of distributed

elements. Some of the elements are earth-bound, others are

space-based resources and others arc planet-based. 'sVe can

anal?zc the computing and communication needs from a

mission requirements pcrspectise and propose architectures

that deli,,er this pertbrmance at the Iossest cost.

The following diagram sho_ss the MEX communications

architecture including the space and regional links provided

by SFU and CRC. This architecture provides Internet

connectivity, dov, n to the hand-held graphics tablets that the

explorer uses to record field data. The HMP

communications infrastructure provided a single unified

TCP/IP subnet tbr all computers located at base camp and
tbr all the MEX elements. This allowed all elements to talk

to each other directly using TCP/IP protocols. The router

ssas at the satellite ground station. _sbich projected the

subnet through the satellite link at 384 Kbps. Other

configurations are possible, tbr larger net_sorks a router at

base camp _sould allow multiple subnets to be established in

the field supporting more elements and providing some

partitioning between users.

Experience ssith the Haughton site allossed the MEX project
to determine certain numbers lbr the design of the

communication systems. The total range needed to be about

10 km. the longest single day traverse distance and the
radius of the crater area. The distance to repeater sites _,_as
about 3 km maximum due to the terrain. Theretbre t',_o

repeaters would be needed to cover the 10-kin maximum
range. We wished to provide about 200-400 kbps of
sustainable bandwidth. More bandwidth was desirable, but

those radio systems cost more and drew much more power.
Therefore, radio selection was based on cost, size, power

consumption, and licensing issues to provide the basic

performance outlined above.

Another major tradeoff involves the frequencies used for
communication. Component and antenna size scales

inversely with frequency, becoming much smaller as the

frequency increases. Increasing frequency generally reduces

required ERP tbr a given bandwidth, determined by noise

floor, saving power. However, component cost and
complexity increase with frequency so there is usually an

optimal frequency band that is supported with robust, low-

cost components. Currently, 2.4 GHz components offer

good performance at low-cost. Next generation
Instrumentation Scientific and Medical band components

will operate at 5.8 GHz offering certain advantages.
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Figure 2. MEX Communications Architecture
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V_'e can calculate the number of repeater sites required

and their approximate placement using Haughton crater as

an example. Selection of base is made on a variety of

criterion such as proximity to sites of scientific interest,

exposure, resources and accessibility. [t is not made on
the basis of suitability lbr communications. However, to

ensure contact ',,ith the space link, the primary, space-

based ground station v,as located on a high hill and
connected to the local base using a wireless link. Note

that this hybrid has an immediate benefit of providing

flexibility for the base location, by' decoupling the base

selection from the communications constraints. The only

constraint is that there be a clear line-of sight between
base and the satellite communications site to minimize the

number of repeaters and maximize the reliability of this

critical primary link. The satellite communications site
should be within an easy traverse of base to simplit)'

logistics.

The satellite dish tbr HMP2000 was placed on a high hill

near base camp to provide a clear vie_ of the Anik-El

satellite near the horizon represented as link LI in Figure

2. A V_'iLAN link was used to provide a link of 4 Mbps

bet_veen the satellite dish and the base camp lab tent. s The

base camp WiL,--LN link (L2) provided Internet access for

about 20 people working on laptop computers for science

and mission simulations using 10BaseT Ethemet with

multiple network hubs. The [nternet connection also

provided voice links to the mainland telephone system

using Intemet phone applications. The base camp lab tent

was the equivalent of the local base tbr MEX operations

during HMP2000.

MEX used both 900 MHz and 2.4 GHz Instrumentation

Scientific and Measurement (ISM) band packet radio

systems. The 900 MHz Freewave system provided up to

115 Kbps over a serial connection and used omni
directional antennas. _ The 2.4 GHz Proxim system

provided 1.6 Mbps raw data rate using frequencv hopping
and a 10BaseT wired network interface, j° The "900 MHz

system provided somewhat greater range and connectivity
than the 2.4 GHz system, but at the expense of bandwidth.

We performed various tests of range, bandwidth and

connectivity using these radio systems to communicate

between base camp and an ATV during HMP 99 and

HMP20t)0. These links ha_,e working ranges of se_,eral

kilometers dependant upon antenna configuration. The 2.4

GHz systems need to use directional antennas to pro',ide

the gain required tbr this distance.

The MEX links used a central repeater located on a high

hill about one kilometer from base camp. This location

had excellent line-otZsight to most areas intended for

communications testing and scientific surve',s. In fact.

choice of this primary, repeater site is critical to link

co',erage and perlbrmance. The link bet_een base and the

primary, fixed-site repeater is L3. The primary, repeater

site provides the height needed to reach other potential

repeater sites. The mobile repeater is parked at one of
these sites and relays the signal to the next mobile

repeater site. which finally relays the signal do_n _o the

sur,,ey site. _hich ma_ be in a valley represented by L4

and L5. This results in three hops for routing data

betv, een base camp and the sur_ey site. Gi',en the number

of hops, the characteristics of the repeaters are critical for

providing good end-to-end performance.

The MEX ATV had a repeater set up on it _sith antennas

mounted on an elevated platlbrm at the rear of the _,ehicle

as shown in the following picture. This repeater could be

used for linking various hand-held cameras and

instruments to the regional network. Additionally. this

ATV-mounted repeater could act as a mobile repeater for

extending the range of the regional network, especially to

areas that are out of sight of the primary. repeater.

The first mobile repeater connected to the primary' fixed-

site repeater. It had to be within 3km of the primary site.

This covered an area of 28 sq km around the primary'

repeater. The use of sector directional antennas with a 110

degree horizontal radiation pattern allowed the antenna to
cover a large area of the anticipated survey zone This

resulted in nearly continuous contact, except when behind
an obstruction. Each ATV could carry another repeater, so

the second ATV would be placed on a hill about 3 km
from the first ATV, resulting in 9 km from base camp and

covering an area of 254 sq kin. Each repeater draws 4
watts with a radio power of 150 roW. Antenna gain is

about 6 dB on each end resulting in an ERP of i.2 W for



c;Lch link. %o wc had three repealer'-; ,1t1¢.l t,._,d,tslations
<bu_,e and retn,,_tc) fi)r a l_4ta] pov, cr om,,umption of only
I ¢_v,,:.ttt_,.

Figure 3. MEX ATV Configuration

Each ATV provided communications tbr a cluster of

instruments and computing devices located in proximity'.

The instruments _,ere primaril? cameras mounted on the

vehicle or portable. These de',ices allo_,ed the explorer to

use hand-held compact instruments to survey the site.

,aith the data passed to the nem;ork automatically. For
MEX. the ATV had three different vehicle ',ideo cameras.

a v, ireless hand-held ,,ideo camera, a digital still camera
and a GPS receiver that tracked location and movement.

Additional instruments could be spectrometers and

magnetometers.

The ATV computing de'.ices consisted of a se_er
mounted on the rear of the vehicle and a hand-held

graphics tablet mounted to the handlebars acting as the

primary display and user inter{ace device. [t ran
collaborative software with the ATV and base servers as

part of experiments de_,eloping mission scenarios. The

graphics tablet could be removed and used to draw

diagrams and take notes when the explorer left the

vehicle. We envision a large range of devices supporting

collaborative operations - the subject of future work.

Let's look at the end to end data path between the Internet

and a hand-held graphics tablet used by' the explorer in the
field. The [nternet data tra,,els through the satellite link

(L I), then through the WiLAN link (L2) to base camp.
From there the regional link (L3) is used through the

primary repeater to the ATV repeater (L4) where it

tbrwards the data to the second ATV repeater (L5) and

finally to the hand-held display (L6). Therefore, the path

is satellite link to base camp link to primary repeater

through two ATV repeaters to the display. There may b¢
one or more additional mobile repeaters in this chain

dependant upon terrain. This analysis shows the need for

pipelining packet flow through the large number of

repeater hops to maintain overall s3,stem bandwidth.

7. MEX FIi:l.I)ll{s r Rt{st :l r',

Ihe MEX iield-tested the radio links determining

connecti,,it.,, and using netwc>rk throughput as the primary

measure. The effects of dit'l'_rent antenna contigurations

and interference between radio s_stems could also be

determined. Some interesting results _ere obtained, most
in line with expectations. _

The satellite link pro,,ided 384 Kbps of data bandwidth.

Using downloads from the Interact as test tiles, this
bandwidth was realized on a sustainable basis. These

do_,ntoads used links LI and L2. The onl.', reliability

issues were caused b,, moisture getting into the satellite

dish wa_,eguide and interference to L2 from the other 2.4

Ghz systems, which resulted in packet loss. Continuous

monitoring of the L2 link pro,,ided detailed data on the

rate of packet loss and adjustments to antenna placement

and turning off the other radio systems when the', were

not in use mitigated the problem.

The L3, L4, L5 and L6 links _,,ere all Proxim 2.4 GHz

links with identical performance, but with different

antenna selections optimized lbr intended usage. The

links performed retiabl', and well pro'.ided care v, as taken

in pointing the antennas. Sometimes v,hen the ATV was
near base and in the line of sight between the repeater and

base, it would lock onto the base camp link and not use

the repeater. Such roaming is actuall? a feature of cellular

systems, but create uncertainties for detailed
measurements. Each of these links was monitored for

RSSI as well as network throughput. With good sight

lines, about 20 KB per second was realized on a

sustainable basis. This corresponds to about 160 Kbps

end-to-end through all the links. Since onl', one ATV was

outfitted during HMP 2000. g5 did not exist in the field

configuration.

The 160 Kbps compares favorably with the 240 Kbps that

such a multi-repeater link provides under optimal
conditions. The link was robust when line-of-sight was

maintained, but would degrade to about 16 Kbps before
the connection was lost. The only real problems noted in

field-testing were that careful pointing of the antennas

was required and that the radio gear needed to be kept

very, dry. There were also variations in RSSI that were not
understood. We will improve the environmental

protection and antenna pointing systems. Adequate
performance of the video links and other collaborative

applications was noted when the links operated at the full
bandwidth. These applications operated badly under

degraded link conditions suffering very, low frame rates
and long latencies due to high packet loss. The batteries

and solar power systems used were adequate for the task.

The 900 MHz systems exhibited much higher

connectivity during field tests conducted during HMP 99.



Although limited to Imc-{ff.qght. their higher power and
luwer handwldth improved reception in marginal
conditions Cunncctions _,,ere lost only when deep in

can?_ms and draws. Marginal connections at 20 Kbps

_crc maintained c_,en ,,,,hen slightly out of sight of the

repeaters. ()mni directional multi-element antennas with

8dB of gain v_cre used for this system. We obtained
connections at g km from base using direct line of sight.

E_,en lower frequencies would allow better reception due
to diffraction, but tests _,ith VIIF and CB voice

communication s?stems found that the advantages were
not observable. This was due to the use of much shorter

than optimal antennas lbr these lower frequency hand-

held radios, a common practice. Theoreticall,,, a VHF

data radio could pro,, ide tens of kilobits per second with a

few v,atts of po_er and get around hills, but field tests
have indicated that much more reliable communication is

attained using repeaters. Therefore, we do not believe that

adequate data communications performance will be

delivered by low frequency carrier systems, and the

resulting components would be large in any case.

8. CONCLUSIONS

The h.,.brid architecture proposed delivered excellent

capability in the field, incorporating the best of both

space-based and ground-based links. The space link v,as

required for the long haul. but once a good link was

established _,_ith base. the ground-based links provided

very, flexible and reliable pertbrmance. Management of

the ground-based resources is a significant logistical

challenge.

Mobile repeaters ha_,e advantages of providing extremely

lov,-latenc.,, high-bandwidth performance using very little

power in a compact package. Satellite alternatives ,,,,ould

be much more expensive, requiring many satellites for

adequate coverage and larger receivers on the surface for

comparable pertbrmance. An optimal mix of satellite and

ground-based elements could maximize performance and
minimize cost. A detailed quantitative analysis of such a

hybrid would be useful, but is beyond the scope of the

present effort.

The mobile repeaters can be mounted on robots or

vehicles or can be deployed in small packages for fixed

sites. Therefore, the incremental cost of the repeaters may

not be prohibitive, since the major resources would be in

place. There are other advantages such as differential

positioning, supply caching and environmental sensing

that also favor deployable communication elements.

Future development of MEX is anticipated for subsequent

field deployment during scientific surveys and mission
simulation activities. Full integration with science and

operations teams will allow the collaborative capabilities

of MEX technology to be demonstrated.
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